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Decision/action requested

The group is asked to discuss and approve the contribution..
2
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3
Rationale

At the last meeting there where a lot of discussions about network slicing, concepts and terminology. There is a need to explain the network slicing concepts and terminology other than just having definitions without additional explanations and text. 
This contribution proposes to add the NGMN concept text in an Annex and include a description of the lifecycle of a network slice instance in a concepts and background chapter.
In TR 22.894[2], lists potential operations requirements for Network Slice described as below:

…………….……………Extract from TR 22.864……………………………………………
[PR 5.1.2.1-001] The 3GPP system shall allow the operator to compose and manage network slices. A network slice consists of a set of network functions (e.g., potentially from different vendors), the resources to run these network functions as well as policies and configurations.[PR 5.1.2.1-002] The 3GPP system shall allow the operator to dynamically create a network slice to form a complete, autonomous and fully operational network customised for different market scenarios.

[PR 5.1.2.1-003] The 3GPP system shall be able to associate specific services, devices, UEs, and subscribers with a particular network slice.
[PR 5.1.2.1-004] The 3GPP system shall enable a UE to simultaneously access services from one or more network slices of one operator.
[PR 5.1.2.1-006] The 3GPP system shall allow the operator to simultaneously operate network slices in a manner that prevents a service in one slice from negatively impacting services offered by other slices.

[PR 5.1.2.1-010] The 3GPP system shall support the elasticity of a network slice in term of capacity with minimal impact on the services of this slice or other slices.

[PR 5.1.2.1-011] The 3GPP system shall support modifications to network slices (e.g., adding, deleting, modifying network slices) with minimal impact to active subscriber services.

[PR 5.1.2.1-012] The 3GPP system shall be able to support E2E (e.g., RAN, core network) resource management for a network slice.
[PR 5.1.2.1-016] The 3GPP system shall support the inclusion of 3GPP defined functions as well as proprietary 3rd party or operator provided functions in a network slice, including

· Hosting multiple 3rd parties (e.g., enterprises) or MVNOs.

· Serving home and roaming user

· Supporting diverse market scenarios.

NOTE:
The specific functional areas for which the system should support proprietary or operator provided functions should be identified. 

[PR 5.1.2.1-017] The 3GPP system shall support a mechanism for the VPLMN to assign the UE to a network slice with the needed functionality, or to a default network slice.

[PR 5.1.2.1-018] The 3GPP system shall be able to change the network slices to which UEs are connected.

[PR 5.1.2.1-019] A network slice shall support a set of end-user services as defined by the network operator.

[PR 5.1.2.1-020] The 3GPP system shall enable the operator to assign a UE to a network slice based on services provided by the network slice.

[PR 5.1.2.1-021] The 3GPP system shall support a mechanism for an operator to authorize a UE to receive service on a specific slice in response to a request from a 3rd party.
…………….……………End of Extract from TR 22.864……………………………………………
The new chapter includes a description of the network slice concept and of the lifecycle of a network slice.  

This contribution proposed to add a new chapter to the report “Concepts and Background” 
Proposed new table of content
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4
Detailed proposal

It is proposed to make the following changes to TR 28.801[1].
	1st proposed change


2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
3GPP TR 23.799: "3rd Generation Partnership Project; Technical Specification Group Services and System Aspects; Study on Architecture for Next Generation System (Release 14)"

[3]


3GPP TR 22.864 Feasibility Study on New Services and Markets Technology Enablers - Network Operation; Stage 1 (Release 14)

	2nd proposed change


4.X
Network slice lifecycle

A network slice instance is a managed entity in the operator’s network with a lifecycle independent of the lifecycle of the service instances. The lifecycle of a network slice instance is described by the following phases:

· Preparation phase

· Instantiation, Configuration and Activation phase

· Run-time phase

· Decommisioning phase
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Figure 4.X-1: Lifecycle phases of a network slice instance
Each phase defines high level tasks and should include appropriate verification of the output of each task in the phase.  

Preparation phase

The preparation phase includes the creation and verification of network slice blueprint(s), the onboarding of these (into the orchestrator) as well as any other preparations that may be needed in the network. If the slices rely on shared/dependent resources these must be created and configured before the first network slice instance can be created. A network slice may depend on other network slices and/or slice sub-networks.

Instantiation, Configuration and Activation phase 

During instantiation/configuration all resources dedicated to the network slice are created and configured, i.e. to a state where it is ready for operation. The activation step includes any actions that makes the slice active, e.g. diverting traffic to it, provisioning databases (if dedicated to the slice, otherwise this takes place in the preparation phase) etc. Network slice instantiation, configuration and activation may include instantiation, configuration and activation of other network slices (dedicated or shared) and/or slice sub-networks.

Run-time phase 

In the run-time phase the network slice is operational and capable of traffic handling. The run-time phase includes supervision/reporting (e.g. for KPI monitoring), as well as activities related to upgrades, reconfiguration Reconfiguration could map to several workflows related to runtime tasks, e.g. scaling up capacity and moving network functions.

Decommissioning phase 

The decommissioning phase includes deactivation (taking the slice out of active duty) as well as the termination of dedicated resources and removal of configuration of shared/dependent resources.

	3nd proposed change


Annex A: Network slicing concept by NGMN

NOTE:
The concept description in this annex is copied from the NGMN paper "Description of Network Slicing Concept" [3].
Quote from [3]:
“  
4.1 Network slicing concept 

As depicted in Figure 1, the network slicing concept consists of 3 layers: 1) Service Instance Layer, 2) Network Slice Instance Layer, and 3) Resource layer. 

The Service Instance Layer represents the services (end-user service or business services) which are to be supported. Each service is represented by a Service Instance. Typically services can be provided by the network operator or by 3rd parties. In line with this, a Service Instance can either represent an operator service or a 3rd party provided service. 
A network operator uses a Network Slice Blueprint to create a Network Slice Instance. A Network Slice Instance provides the network characteristics which are required by a Service Instance. A Network Slice Instance may also be shared across multiple Service Instances provided by the network operator.
NOTE: Whether there is a need to support sharing of Network Slice Instances across Service Instances provided by different 3rd parties is up for discussion in SDOs. 

The Network Slice Instance may be composed by none, one or more Sub-network Instances, which may be shared by another Network Slice Instance. Similarly, the Sub-network Blueprint is used to create a Sub-network Instance to form a set of Network Functions, which run on the physical/logical resources. 
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Figure 1: Network slicing conceptual outline




4.2 Definition 
Service Instance: An instance of an end-user service or a business service that is realized within or by a Network Slice 
Network Slice Instance: a set of network functions, and resources to run these network functions, forming a complete instantiated logical network to meet certain network characteristics required by the Service Instance(s). 

· A network slice instance may be fully or partly, logically and/or physically, isolated from another network slice instance. 

· The resources comprises of physical and logical resources. 

· A Network Slice Instance may be composed of Sub-network Instances, which as a special case may be shared by multiple network slice instances. The Network Slice Instance is defined by a Network Slice Blueprint. 

· Instance-specific policies and configurations are required when creating a Network Slice Instance. 

· Network characteristics examples are ultra-low-latency, ultra-reliability etc. 

Network Slice Blueprint: A complete description of the structure, configuration and the plans/work flows for how to instantiate and control the Network Slice Instance during its life cycle. A Network Slice Blueprint enables the instantiation of a Network Slice, which provides certain network characteristics (e.g. ultra-low latency, ultra-reliability, value-added services for enterprises, etc.). A Network Slice Blueprint refers to required physical and logical resources and/or to Sub-network Blueprint(s). 

Sub-network Instance: A Sub-network Instance comprises of a set of Network Functions and the resources for these Network Functions. 

· The Sub-network Instance is defined by a Sub-network Blueprint. 

· A Sub-network Instance is not required to form a complete logical network. 

· A Sub-network Instance may be shared by two or more Network Slices. 

· The resources comprises of physical and logical resources. 

Sub-network Blueprint: A description of the structure (and contained components) and configuration of the Sub-network Instances and the plans/work flows for how to instantiate it. A Sub-network Blueprint refers to Physical and logical resources and may refer to other Sub-network Blueprints. 

Physical resource: A physical asset for computation, storage or transport including radio access 

· Network Functions are not regarded as Resources. 

Logical Resource: Partition of a physical resource, or grouping of multiple physical resources dedicated to a Network Function or shared between a set of Network Functions. 

Network Function (NF): Network Function refers to processing functions in a network. 

· This includes but is not limited to telecom nodes functionality, as well as switching functions e.g. Ethernet switching function, IP routing functions 

· VNF is a virtualized version of a NF (refer to ETSI NFV for further details on VNF). 

 “
	End


